Methods to Accelerate a Competitive Learning Algorithm Applied to VQ Codebook Design
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Abstract. Codebook design plays a crucial role in the performance of signal processing systems based on vector quantization (VQ). This paper is concerned with methods for reducing the processing time spent by a competitive learning (CL) algorithm applied to VQ codebook design. Using analytical expressions for the number of operations (multiplications, additions, subtractions and comparisons) performed by the CL algorithm, it is shown that almost all the operations are due to the nearest neighbor search (NNS). Simulation results regarding image VQ show that simple modifications introduced in CL lead to considerable number clock cycles savings.
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1. Introduction

Vector quantization (VQ) [5,6] has been widely used in signal compression [1,4,11]. It may be defined as a mapping \( Q \) from an input vector \( \mathbf{x} \) belonging to the \( K \)-dimensional Euclidean space, \( \mathbb{R}^K \), into a vector belonging to a finite subset \( W \) of \( \mathbb{R}^K \), that is, \( Q : \mathbb{R}^K \rightarrow W \).

The codebook \( W = \{ w_i ; i = 1, 2, \ldots, N \} \) is the set of codevectors (reconstruction vectors), \( K \) is the dimension of the codevectors and \( N \) is the codebook size. The mapping \( Q \) leads to a partitioning of \( \mathbb{R}^K \) in \( N \) non-intersecting cells (Voronoi
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regions) $S_i$, $i = 1, 2, \ldots, N$, such that $S_i = \{x : Q(x) = w_i\} = \{x : d(x, w_i) < d(x, w_j), \forall j \neq i\}$, in which $d(\cdot)$ is a distortion measure.

The code rate, which measures the number of bits per vector component, is given by $R = \frac{1}{K} \log_2 N$. In image coding, $R$ is expressed in bits per pixel (bpp).

The purpose of the techniques for codebook design is to reduce (for a given rate $R$) the distortion introduced when the input vectors $x$ are represented by their corresponding quantized versions $Q(x)$. The Linde-Buzo-Gray (LBG) algorithm [9] is the most widely used technique for codebook design. In the literature, a number of unsupervised learning algorithms has been applied to codebook design [3, 7, 8].

This paper presents two methods to reduce the time spent by a competitive learning (CL) algorithm in the process of VQ codebook design. Using analytical expressions for the number of operations (multiplications, additions, subtractions and comparisons) performed by the competitive algorithm, it is shown that almost all the operations are due to the nearest neighbor search (NNS). In other words, the determination of the winner consumes almost all the operations of the CL algorithm. Simulations results regarding image VQ show that considerable number of clock cycles savings can be obtained by simple modifications in the CL algorithm.

2. Computational Complexity of the VQ

In VQ the computational complexity of the minimum distortion encoding phase is a relevant problem. For encoding an input vector, the encoder must determine its distance to each of the $N$ codevectors and must compare the distances in order to find the codevector closest to the input vector, that is, the nearest neighbor. In the conventional full search (FS) method, the encoding of an input vector requires $N$ distance (distortion) computations and $N - 1$ comparisons. When using the squared Euclidean distortion, that is,

$$d(x, w_i) = \sum_{j=1}^{K} (x_j - w_{ij})^2,$$

(2.1)

in which $w_{ij}$ is the $j$-th component of the codevector $w_i$ and $x_j$ is the $j$-th component of the input vector $x$, each distance computation requires $K$ multiplications, $K$ subtractions and $K - 1$ additions. Thus, to encode each input vector, $KN$ multiplications, $KN$ subtractions, $(K - 1)N$ additions and $N - 1$ comparisons must be computed.

2.1. PDS algorithm

The partial distance search (PDS) algorithm, proposed by Bei and Gray in [2], is a method for reducing the computational complexity of the nearest neighbor search (encoding phase). In the PDS algorithm, the encoder takes the decision before completing the computation of the distance between the input vector (vector to be encoded) and a codevector.
The encoder decides that a codevector is not the nearest neighbor if, for some \( j < K \), the accumulated distance (that is, the partial distance) for the first \( j \) samples of the input vector is greater than the smallest distance previously computed in the search. Then, the encoder stops the distance computation for that codevector and starts the distance computation for the next codevector. With this approach, the number of multiplications per sample is dramatically reduced. The PDS algorithm also leads to a reduction in the number of subtractions/additions per sample. Although PDS increases the number of comparisons, the global complexity of the nearest neighbor search is reduced.

The basic structure of the PDS algorithm is presented in Figure 1(a), in which \( \text{dist} \) denotes the distance (distortion), \( \text{distmin} \) denotes the minimum distance (that is, the smallest distance previously found), \( x_j \) is the \( j \)-th component of the \( K \)-dimensional input vector \( x \) and \( w_{ij} \) is the \( j \)-th component of the \( i \)-th codevector \( w_i \in \mathbb{R}^K, i = 1, \ldots, N \).

2.2. Torres-Huguet algorithm

Another method for reducing the computational complexity of NNS is the Torres-Huguet algorithm [12] which is discussed as follows. The Euclidean distance (see Equation 2.1) can be written as

\[
d(x, w_i) = \|x\|^2 + \|w_i\|^2 - 2 \sum_{j=1}^{K} x_j w_{ij}.
\]

In Torres-Huguet method, \( \|w_i\|^2 (1 \leq i \leq N) \) is precalculated and stored. The term \( \sum_{j=1}^{K} x_j w_{ij} \) is upper bounded as \( \sum_{j=1}^{K} x_j w_{ij} \leq x_{\max} \sum_{j=1}^{K} w_{ij} \) (for \( x_j \geq 0 \) and \( y_j \geq 0 \)), in which \( x_{\max} \) is the maximum vector component of vector \( x \). In Torres-Huguet, \( \sum_{j=1}^{K} w_{ij} \) is also calculated and stored. Hence, Torres-Huguet defines an auxiliary distance

\[
d_1(x, w_i) = \|x\|^2 + \|w_i\|^2 - 2x_{\max} \sum_{j=1}^{K} w_{ij}.
\]  

(2.2)

It is seen that \( d_1(x, w_i) \leq d(x, w_i) \). Additionally, \( d_1(x, w_i) \) requires a smaller number of arithmetic operations when compared to \( d(x, w_i) \). The algorithm is described in Figure 1(b).

3. Competitive Learning Algorithm

Let \( n_{\text{tot}} \) be the number of iterations (number of entire passages of the training set) of the competitive learning algorithm. Let \( M \) be the number of training vectors. After an initialization of the VQ codebook (that is, after initializing the \( K \) components of the \( N \) weight vectors), the competitive learning (CL) algorithm may be described as follows.
\begin{align*}
\text{distmin} = \infty; \quad \text{(a very large number)} \\
\text{for} \ 1 \leq i \leq N \\
\quad \text{dist} = 0; \\
\text{for} \ 1 \leq j \leq K \\
\quad \text{dist} = \text{dist} + (x_j - w_{ij})^2; \\
\quad \text{break;} \\
\text{next} \ j; \\
\text{if} (\text{dist} < \text{distmin}) \\
\quad \text{index} = i; \\
\quad \text{distmin} = \text{dist}; \\
\text{next} \ i; \\
\end{align*}

(a) PDS algorithm.

Evaluate and store $\|w_i\|^2$ of every codevector;
Evaluate and store $2 \sum_{j=1}^{K} w_{ij}$ of every codevector;
Evaluate $x_{\text{max}}$;
\begin{align*}
\text{distmin} = \infty; \\
\text{for} \ 1 \leq i \leq N \\
\quad \text{dist} = d_1(x, w_i); \\
\quad \text{if} (\text{dist} > \text{distmin}) \text{ continue;} \\
\quad \text{dist} = d(x, w_i); \\
\quad \text{if} (\text{dist} > \text{distmin}) \text{ continue;} \\
\quad \text{index} = i; \quad \text{(codevector selected } w_i) \\
\quad \text{distmin} = \text{dist}; \quad \text{next} \ i;
\end{align*}

(b) Torres-Huguet algorithm.

Figure 1: Algorithms for nearest neighbor search.

In the CL algorithm (Figure 2), $x(m)$ is the $m$-th vector from the training set, while $w_i(n, m)$ and $w_{\text{r}}(n, m)$ denote, respectively, the $i$-th codevector and the winner for the $m$-th training vector in the $n$-th iteration.

In the description of the algorithm,

\begin{equation}
d[x(m), w_i(n, m)] = \sum_{j=1}^{K} [x_j(m) - w_{ij}(n, m)]^2 \tag{3.1}
\end{equation}

is the Euclidean distance between the vectors $x(m)$ and $w_i(n, m)$, in which $x_j(m)$ is the $j$-th component of vector $x(m)$ and $w_{ij}(n, m)$ is the $j$-th component of vector $w_i(n, m)$. In the winner updating expression, $\Delta w_{i,j}$ is the modification introduced in the $j$-th component of the winner, $\eta(n)$ is the learning rate or adaptation gain in the $n$-th iteration (with $0 < \eta(n) < 1$), $w_{i,j}$ is the $j$-th component of the winner and $\tilde{w}_{i,j}$ is the updated version of the $j$-th component of the winner.

The learning rate decreases linearly as the iteration $n$ increases and is kept constant during each iteration, that is, during each entire passage of the $M$ training vectors. It is expressed as $\eta(n) = \eta(1) + (n - 1) \frac{\eta(n_{\text{tot}}) - \eta(1)}{n_{\text{tot}} - 1}$, in which $\eta(1)$ and $\eta(n_{\text{tot}})$ denote two parameters of the competitive algorithm: the initial learning rate and the final learning rate, respectively. The other parameters are $K$ (dimension), $N$ (codebook size) and $n_{\text{tot}}$ (number of iterations).
for $1 \leq n \leq n_{\text{tot}}$
for $1 \leq m \leq M$

find the winner $w_{i^*}(n, m)$:

$i^* = \arg \min_i d[x(m), w_i(n, m)];$

update the winner according to

$\bar{w}_{i^*j}(n, m) = w_{i^*j}(n, m) + \Delta w_{i^*j}(n, m), \quad (3.2)$

in which

$\Delta w_{i^*j}(n, m) = \eta(n)[(x_j(m) - w_{i^*j}(n, m)]. \quad (3.3)$

Figure 2: CL algorithm.

4. Computational Load of NNS in CL Algorithm

A detailed analysis of the computational complexity of the CL algorithm is presented in [10]. Tables 1 and 2 summarize the expressions for the number of multiplications, additions, subtractions and comparisons performed by the algorithm.

This section examines the computational load of the NNS (which corresponds to the search for the winner) in the CL algorithm. For each operation (multiplication, subtraction, addition, comparison), the computational load of the NNS is

$$\text{Load} = \frac{\#\text{NNS}}{\#\text{TOT}}, \quad (4.1)$$

in which $\#\text{NNS}$ and $\#\text{TOT}$ denote, respectively, the number of operations performed in the nearest neighbor search (see Table 1, determination of the winner) and the total number of operations performed by the CL algorithm (see Table 2).

Table 1: Detailed description for the number of operations required by the CL algorithm.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Determination of the winner</th>
<th>Updating of the winner</th>
<th>Computation of the learning rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>mult.</td>
<td>$K N M n_{\text{tot}}$</td>
<td>$K M n_{\text{tot}}$</td>
<td>$n_{\text{tot}} - 1$</td>
</tr>
<tr>
<td>sub.</td>
<td>$K N M n_{\text{tot}}$</td>
<td>$K M n_{\text{tot}}$</td>
<td>$n_{\text{tot}} + 1$</td>
</tr>
<tr>
<td>ad.</td>
<td>$(K - 1) N M n_{\text{tot}}$</td>
<td>$K M n_{\text{tot}}$</td>
<td>$n_{\text{tot}} - 1$</td>
</tr>
<tr>
<td>comp.</td>
<td>$(N - 1) M n_{\text{tot}}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>div.</td>
<td>-</td>
<td>-</td>
<td>1</td>
</tr>
</tbody>
</table>

Hence, the computational load of the number of multiplications is

$$\text{Load(mul)} = \frac{K N M n_{\text{tot}}}{[1 + (1 + N) K M] n_{\text{tot}} - 1}. \quad (4.2)$$
Table 2: Analytical expressions for the number of multiplications, subtractions, additions, divisions and comparisons used by the CL algorithm.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Analytical expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>mult.</td>
<td>$[1 + (1 + N)KM]n_{tot} - 1$</td>
</tr>
<tr>
<td>sub.</td>
<td>$[1 + (1 + N)KM]n_{tot} + 1$</td>
</tr>
<tr>
<td>ad.</td>
<td>$[1 + (K - 1)NM + KM]n_{tot} - 1$</td>
</tr>
<tr>
<td>div.</td>
<td>$1$</td>
</tr>
<tr>
<td>comp.</td>
<td>$(N - 1)Mn_{tot}$</td>
</tr>
</tbody>
</table>

Typical codebook design uses sufficiently large training sets. In other words, high values of $M$ are considered in practical codebook design. Thus, $[1 + (1 + N)KM]n_{tot} \gg 1$. Hence, $\text{Load(mul)} \approx \frac{KNMn_{tot}}{1 + (1 + N)KMn_{tot}}$. Observing that $[1 + (1 + N)KM]n_{tot} \approx (1 + N)KMn_{tot}$, it follows that $\text{Load(mul)} \approx \frac{N}{1 + N}$. It is observed that $\text{Load(mul)}$ goes to 1 as $N$ increases.

The computational load of the number of subtractions is given by

$$\text{Load(sub)} = \frac{KNMn_{tot} + 1}{1 + (1 + N)KMn_{tot}}.$$  \hspace{1cm} (4.3)

In practical codebook design, sufficiently large training sets (large $M$) are used. As a consequence, $[1 + (1 + N)KM]n_{tot} \gg 1$. Thus, Expression (4.3) can be written as $\text{Load(sub)} \approx \frac{KNMn_{tot}}{1 + (1 + N)KMn_{tot}}$. Since $[1 + (1 + N)KM]n_{tot} \approx (1 + N)KMn_{tot}$, it follows that $\text{Load(sub)} \approx \frac{N}{1 + N}$. Thus, $\text{Load(sub)}$ goes to 1 as $N$ increases.

The computational load of the number comparisons is given by

$$\text{Load(comp)} = \frac{(N - 1)Mn_{tot}}{(N - 1)Mn_{tot}}.$$ \hspace{1cm} (4.4)

Hence, 100% of the comparisons performed by the CL algorithm are due to the nearest neighbor search.

The computational load of the number of additions is given by

$$\text{Load(add)} = \frac{(K - 1)NMn_{tot}}{1 + (K - 1)NM + KMn_{tot} - 1}.$$ \hspace{1cm} (4.5)

For practical codebook design (for large $M$), it follows that $[1 + (K - 1)NM + KM]n_{tot} - 1 \approx [1 + (K - 1)NM + KM]n_{tot}$. Then, $\text{Load(add)} \approx \frac{(K - 1)NM}{1 + (K - 1)NM + KM}$. Since $1 + (K - 1)NM + KM \approx (K - 1)NM + KM$, one has

$$\text{Load(add)} \approx \frac{(K - 1)N}{(K - 1)N + K}.$$ \hspace{1cm} (4.6)

As an example, for $K = 16$ and $N = 32$ the computational load of additions is 99.79%. For typical values of $K$ in image coding, it is observed that the computational load of additions goes to 100% as $N$ increases.
5. Incorporating Fast NNS into the CL Algorithm

It was shown in the previous section that almost all the operations performed by the CL algorithm are due to the NNS. The CL algorithm performs NNS to determine the winner. Therefore, the execution time of the CL algorithm can be reduced if fast NNS methods, such as PDS or Torres-Huguet, are incorporated with the purpose of winner determination, in substitution to the conventional full-search (exhaustive search).

It is seen in Figure 3(a) how PDS is incorporated to the CL algorithm. In Figure 3(b), one can see Torres-Huguet incorporated to the CL algorithm. It is worth mentioning that \( \|w_{\text{index}}\|^2 \) and \( 2 \sum_{j=1}^{K} w_{\text{index}, j} \) (in which \( \text{index} \) is the winner vector index) must be calculated every time the winner is determined, that is, each time a training vector is presented.

\[
\text{for } 1 \leq n \leq n_{\text{tot}} \\
\text{for } 1 \leq m \leq M \\
\quad \text{distmin} = \infty; \\
\text{for } 1 \leq i \leq N \\
\quad \text{dist} = 0; \\
\text{for } 1 \leq j \leq K \\
\quad \text{dist} = \text{dist} + (x_j - w_{ij})^2; \\
\quad \text{if}(\text{dist} > \text{distmin}) \\
\quad \quad \text{break}; \\
\text{next } j; \\
\quad \text{if}(\text{dist} < \text{distmin}) \\
\quad \quad \text{index} = i; \quad (w_i \text{ selected}) \\
\quad \quad \text{distmin} = \text{dist}; \\
\text{next } i; \\
\text{update the winner } (w_{\text{index}}); \\
\text{next } m; \\
\text{next } n;
\]

(a) PDS incorporated to CL.

\[
\text{for } 1 \leq n \leq n_{\text{tot}} \\
\text{for } 1 \leq m \leq M \\
\quad \text{distmin} = \infty; \\
\text{for } 1 \leq i \leq N \\
\quad \text{dist} = 0; \\
\text{for } 1 \leq j \leq K \\
\quad \text{dist} = \text{dist} + (x_j - w_{ij})^2; \\
\quad \text{if}(\text{dist} > \text{distmin}) \quad \text{continue}; \\
\text{next } j; \\
\quad \text{if}(\text{dist} < \text{distmin}) \\
\quad \quad \text{index} = i; \quad (w_i \text{ selected}) \\
\quad \quad \text{distmin} = \text{dist}; \\
\text{next } i; \\
\text{update the winner } (w_{\text{index}}); \\
\text{next } m; \\
\text{next } n;
\]

(b) Torres-Huguet incorporated to CL.

Figure 3: PDS and Torres-Huguet incorporated to CL.

It is necessary to emphasize that \( d(x, w_i) \) and \( d_1(x, w_i) \) are modified in algorithm of Figure 3(b). Since the term \( \|x\|^2 \) depends only on the input vector \( x \), it does not need to be computed. The modified \( d(x, w_i) \) is \( d(x, w_i) = \)
∥\mathbf{w}_i\parallel^2 - 2 \sum_{j=1}^{K} x_j w_{ij} \text{ and the modified } d_1(x, \mathbf{w}_i) \text{ is } \tilde{d}_1(x, \mathbf{w}_i) = \parallel\mathbf{w}_i\parallel^2 - 2x_{\text{max}} \sum_{j=1}^{K} w_{ij}.

6. Results

The following results concern codebook design using a training set corresponding to the Lena image (512 × 512 pixels). Vector quantization with \( K = 16 \) (corresponding to blocks of 4 × 4 pixels) and codebook size \( N = 32, 64, 128, 256 \) and 512 was considered. The corresponding coding rates are 0.3125 bpp, 0.375 bpp, 0.4375 bpp, 0.5 bpp and 0.5625 bpp, respectively.

Simulations were performed using an AMD Athlon 64, 2.01 GHz with 1 GB RAM. The source codes were implemented using C++ language.

Tables 3, 4, 5 and 6 present the number of multiplications, additions, subtractions and comparisons performed by the CL algorithm, respectively, when FS, PDS and Torres-Huguet are used for the task of winner determination. In all simulations, PDS and Torres-Huguet algorithms are more efficient than FS algorithm. It is observed that the PDS algorithm is more efficient when compared to the Torres-Huguet algorithm with respect to multiplications and additions. However, concerning the number of subtractions and comparisons, Torres-Huguet is more efficient than PDS. As an example, for \( N = 512 \), Torres-Huguet achieves subtractions savings of 90.39% with respect to FS while the corresponding savings of PDS is 86.17%.

Table 7 indicates the benefits introduced by the PDS and Torres-Huguet algorithms in terms of reducing the number of clock cycles spent for codebook design. It is assumed\(^6\) that each multiplication is performed in nine clock cycles and each one of the remaining considered operations (addition, subtraction and comparison) in two clock cycles. It is observed in Table 7 that the PDS algorithm overperforms the Torres-Huguet algorithm in terms of number of clock cycles savings. As an example, for \( N = 32 \), the substitution of FS by PDS leads to an acceleration in terms of clock cycles about a 2.6 factor, while the corresponding substitution by Torres-Huguet leads to an acceleration about a 1.8 factor. It is also observed in Table 7 that the acceleration factor of the CL algorithm, obtained by substituting FS by PDS, increases as the codebook size \( N \) increases. Indeed, acceleration factors of 2.6, 3.7, 4.6, 5.5 and 6.2 are obtained respectively for codebook sizes 32, 64, 128, 256 and 512. Table 7 also reveals that the acceleration factor of the CL algorithm, obtained by substituting FS by Torres-Huguet, is in the range 1.8-1.9 for all codebook sizes considered.

It is important to note that the purpose of incorporating PDS and Torres-Huguet to CL algorithm is to reduce the computational complexity of the nearest neighbor search (winner determination). Thus, the codebooks obtained by using PDS, Torres-Huguet and FS for NNS in the CL algorithm are identical.

Table 3: Number of multiplications performed by the CL algorithm, considering FS, PDS and Torres-Huguet for NNS. The savings with respect to FS is within parentheses.

<table>
<thead>
<tr>
<th>N</th>
<th>Number of multiplications</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FS</td>
<td>PDS</td>
<td>Torres-Huguet</td>
</tr>
<tr>
<td>32</td>
<td>$2.6 \times 10^7$</td>
<td>$9.0 \times 10^6$ (66.69%)</td>
<td>$1.7 \times 10^6$ (33.10%)</td>
</tr>
<tr>
<td>64</td>
<td>$5.1 \times 10^7$</td>
<td>$1.2 \times 10^6$ (77.18%)</td>
<td>$3.2 \times 10^6$ (37.55%)</td>
</tr>
<tr>
<td>128</td>
<td>$1.0 \times 10^8$</td>
<td>$1.9 \times 10^6$ (81.10%)</td>
<td>$6.0 \times 10^6$ (40.51%)</td>
</tr>
<tr>
<td>256</td>
<td>$2.7 \times 10^8$</td>
<td>$4.3 \times 10^6$ (83.99%)</td>
<td>$1.6 \times 10^6$ (41.27%)</td>
</tr>
<tr>
<td>512</td>
<td>$6.7 \times 10^8$</td>
<td>$9.3 \times 10^6$ (86.17%)</td>
<td>$4.1 \times 10^6$ (41.27%)</td>
</tr>
</tbody>
</table>

Table 4: Number of additions performed by the CL algorithm, considering FS, PDS and Torres-Huguet for NNS. The savings with respect to FS is within parentheses.

<table>
<thead>
<tr>
<th>N</th>
<th>Number of additions</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FS</td>
<td>PDS</td>
<td>Torres-Huguet</td>
</tr>
<tr>
<td>32</td>
<td>$2.4 \times 10^6$</td>
<td>$7.0 \times 10^5$ (70.99%)</td>
<td>$1.5 \times 10^6$ (39.45%)</td>
</tr>
<tr>
<td>64</td>
<td>$4.8 \times 10^6$</td>
<td>$9.0 \times 10^5$ (82.24%)</td>
<td>$2.6 \times 10^6$ (45.33%)</td>
</tr>
<tr>
<td>128</td>
<td>$9.5 \times 10^6$</td>
<td>$1.3 \times 10^6$ (86.47%)</td>
<td>$4.9 \times 10^6$ (48.99%)</td>
</tr>
<tr>
<td>256</td>
<td>$2.5 \times 10^6$</td>
<td>$2.6 \times 10^6$ (89.56%)</td>
<td>$1.3 \times 10^6$ (50.16%)</td>
</tr>
<tr>
<td>512</td>
<td>$6.3 \times 10^6$</td>
<td>$5.1 \times 10^6$ (91.90%)</td>
<td>$3.2 \times 10^6$ (48.65%)</td>
</tr>
</tbody>
</table>

Table 5: Number of subtractions performed by the CL algorithm, considering FS, PDS and Torres-Huguet for NNS. The savings with respect to FS is within parentheses.

<table>
<thead>
<tr>
<th>N</th>
<th>Number of subtractions</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FS</td>
<td>PDS</td>
<td>Torres-Huguet</td>
</tr>
<tr>
<td>32</td>
<td>$2.6 \times 10^6$</td>
<td>$9.0 \times 10^5$ (66.69%)</td>
<td>$3.0 \times 10^6$ (87.70%)</td>
</tr>
<tr>
<td>64</td>
<td>$5.1 \times 10^6$</td>
<td>$1.2 \times 10^6$ (77.18%)</td>
<td>$6.0 \times 10^6$ (89.18%)</td>
</tr>
<tr>
<td>128</td>
<td>$1.0 \times 10^6$</td>
<td>$1.9 \times 10^6$ (81.10%)</td>
<td>$1.0 \times 10^6$ (89.98%)</td>
</tr>
<tr>
<td>256</td>
<td>$2.7 \times 10^6$</td>
<td>$4.3 \times 10^6$ (83.99%)</td>
<td>$2.6 \times 10^6$ (90.34%)</td>
</tr>
<tr>
<td>512</td>
<td>$6.7 \times 10^6$</td>
<td>$9.3 \times 10^6$ (86.17%)</td>
<td>$6.5 \times 10^6$ (90.39%)</td>
</tr>
</tbody>
</table>

Table 6: Number of comparisons performed by the CL algorithm, considering FS, PDS and Torres-Huguet for NNS. The increase with respect to FS is within parentheses.

<table>
<thead>
<tr>
<th>N</th>
<th>Number of comparisons</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FS</td>
<td>PDS</td>
<td>Torres-Huguet</td>
</tr>
<tr>
<td>32</td>
<td>$2.0 \times 10^6$</td>
<td>$8.6 \times 10^5$ (460.87%)</td>
<td>$2.6 \times 10^6$ (70.82%)</td>
</tr>
<tr>
<td>64</td>
<td>$3.0 \times 10^6$</td>
<td>$1.3 \times 10^6$ (324.28%)</td>
<td>$5.0 \times 10^6$ (59.52%)</td>
</tr>
<tr>
<td>128</td>
<td>$6.0 \times 10^6$</td>
<td>$2.4 \times 10^6$ (281.12%)</td>
<td>$9.6 \times 10^6$ (53.35%)</td>
</tr>
<tr>
<td>256</td>
<td>$1.7 \times 10^6$</td>
<td>$5.8 \times 10^6$ (245.30%)</td>
<td>$2.5 \times 10^6$ (50.51%)</td>
</tr>
<tr>
<td>512</td>
<td>$4.2 \times 10^6$</td>
<td>$1.3 \times 10^6$ (215.71%)</td>
<td>$6.3 \times 10^6$ (51.55%)</td>
</tr>
</tbody>
</table>
Table 7: Number of clock cycles spent by the CL algorithm for codebook design, considering FS, PDS and Torres-Huguet for NNS.

<table>
<thead>
<tr>
<th>( N )</th>
<th>\textbf{Number of clock cycles}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FS</td>
</tr>
<tr>
<td>32</td>
<td>(3.4 \times 10^8)</td>
</tr>
<tr>
<td>64</td>
<td>(6.6 \times 10^8)</td>
</tr>
<tr>
<td>128</td>
<td>(1.3 \times 10^9)</td>
</tr>
<tr>
<td>256</td>
<td>(3.5 \times 10^9)</td>
</tr>
<tr>
<td>512</td>
<td>(8.7 \times 10^9)</td>
</tr>
</tbody>
</table>

7. Conclusion

This paper showed, by means of analytical expressions, that most of the operations performed by the competitive learning (CL) algorithm applied to vector quantization (VQ) codebook design are due to the nearest neighbor search (NNS). With the purpose of reducing the processing time spent by the CL algorithm, two methods of fast NNS were considered: the partial distance search (PDS) algorithm and Torres-Huguet algorithm.

Results regarding codebook design for image VQ have shown that the PDS as well as the Torres-Huguet algorithm lead to a reduction in the number of operations (multiplications, additions and subtractions) performed by the CL algorithm. Results obtained for image VQ showed that simple modifications performed to accommodate PDS in the CL algorithm lead to considerable savings in number of clock cycles. As an example, for a codebook size 512, CL with PDS is about six times faster than its conventional version (CL with full search NNS).
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