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ABSTRACT. In academia, the study of the movement of water in the ground has been widespread since
the last century. The same can be determined using the Richards equation. This is a nonlinear parabolic
partial differential equation that requires parameters to generate the results of the problem. Some authors
have proposed equations that represent the relationship between volumetric moisture and soil water po-
tential, such as Haverkamp and van Genuchten. As main objective of this work, the inverse modeling was
implemented to obtain the Richards equation parameters, applying the Luus-Jaakola method. To verify the
mathematical model, a sensitivity analysis was performed, which allowed the observation of the effect that
each parameter has on the output data, implying a linear dependence. The results produced proved to be
satisfactory for the problem analyzed in our research.

Keywords: Richards equation, inverse problem, Luus-Jaakola.

1 INTRODUCTION

The movement of water and solutes (e.g. nutrients and pesticides) in the soil is an important
process in studies of management and conservation of water resources. The spatiotemporal vari-
ability of groundwater movement allows the determination of variables such as water content,
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hydraulic conductivity, initial and boundary conditions, required in various applications in en-
gineering, soil physics, meteorology, hydrology and groundwater. Stand out among these appli-
cations, hydrologic budget, irrigation and drainage, prediction of contaminant transport in the
vadose zone, aquifer recharge, climate and meteorological modeling, soil-water-plant modeling
and waste management [9, 20, 22].

The water transport in unsaturated soil can be described numerically using Richards equation,
which combines Darcy’s law and the continuity equation. However, for its solution, it is neces-
sary to determine the empirical nonlinear relationship between soil water content and pressure
head, described by a water retention curve. The water retention curve can be represented by
several empirical models (e.g. van Genutchen, Haverkamp and Campbell) [3, 8, 19], in which
their coefficients must betted to different soil types. The values of these coefficients available
in the literature are not accurate and are often presented in intervals for soil texture classes [15]
or obtained by pedotransfer functions. The determination of the coefficients using traditional
methods (e.g. Richards pressure plate apparatus) demands a significant amount of time and fi-
nancial resources. Thus, its determination by inverse problem methods is an alternative to obtain
coefficients that best represent the infiltration for a given soil.

For the application of the inverse problem methods it is necessary to solve the direct problem,
that is, Richards equation must be resolved. The Richards equation is a nonlinear parabolic partial
differential equation whose solution is not trivial [15, 18]. Several numerical methods are used
for your solution, e.g. the Finite Difference Method [4], the Finite Volume Method [2] and the
Finite Element Method [5, 6, 18]. However, the Finite Volumes Method result in stability for its
solution, being easy to implement and, mainly, it is a conservative method, which allows to keep
the properties of the equation [18].

The inverse problem methods can be divided into deterministic and stochastic [13]. Most deter-
ministic methods require accurate experimental measurements of the problem, and often stop at
a local minimum and thus do not return to the solution for the optimal global [15]. Sawadogo
et al. [15] commit that deterministic algorithms still require regularity of functions to be opti-
mized. However, this regularity is not often verified. Stochastic methods generate random vari-
ables through predefined functions, allowing other regions within the problem domain to be
explored away from the minimum locations already found [17].

2 MATHEMATICAL MODEL

Consider the values obtained experimentally for the soil water content, θθθ e. The residue between
the calculated, θθθ c, obtained with the solution of a mathematical/computational model, and the
experimental quantity is given by

R = θθθ c−θθθ e (2.1)

where the subscript c indicates the value of θ calculated computationally, and the subscript e
indicates the value of θ obtained experimentally in the field, θ (m3 m−3). The objective with the
solution of the inverse problem for the determination of estimates for the unknown parameters

Trends Comput. Appl. Math., 22, N. 2 (2021)
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of the model is that the residue be as small as possible. Then, there is a minimization problem to
be tackled.

The functional of square residues is given by

Q(P) =
1
2
|R|2 = 1

2
RT R (2.2)

where R=(R1, ...,RM)T ∈ IRM represents the vector of residues, M is the amount of experimental
data, and P represents the parameters to be estimated, or, in other words, the solution of the
inverse problem [13].

Replacing (2.1) in (2.2), results

Q(P) =
1
2

M

∑
i=1

(θci
−θei

)2 (2.3)

2.1 Richards’ One-Dimensional Equation

In order to solve water infiltration problems in soil, the Richards equation, described in its ψ-
based form, is given by [14]

C(ψ)
∂ψ

∂ t
=

∂

∂ z

[
K(ψ)

∂ (ψ− z)
∂ z

]
(2.4)

where ψ is the pressure head (cm), C(ψ) is the water capacity (cm−1), t is the time (s), K(ψ) is
the hydraulic conductivity (cms−1), and z is the vertical coordinate (cm), from the origin to the
negative axis, −z [5,17,18]. The initial and the boundary conditions will be defined in section 5.

The equation for modeling the retention curve has already been proposed by several authors [5].
In this work the curves of van Genuchten (eq. 2.5) [19] and of Haverkamp (eq. 2.6) [8] were
chosen. They relate the soil water content and the pressure head, i.e., θ = θ(ψ), and are given,
respectively, by

θ(ψ) = θr +(θs−θr)(1+ |αψ|n)−m (2.5)

θ(ψ) = θr +
B(θs−θr)

B+ |ψ|λ
(2.6)

The van Genuchten (eq. 2.7) and Haverkamp (eq. 2.8) hydraulic conductivity equations are given
by

K(ψ) = Ks

(
1− (α|ψ|)n−1 [1+(α|ψ|)n]

−m
)2

[1+(α|ψ|)n]
−m/2 (2.7)

K(ψ) = Ks ·
A

A+ |ψ|φ
(2.8)

In equations (2.5) to (2.8), we have that θs is the saturated water content (cm3cm−3), θr is the
residual water content after drying the soil (cm3cm−3), Ks is the saturated hydraulic conductivity
(cms−1), and α (cm−1), n and m (dimensionless) are empirical factors. The parameters m and n
are related by m = 1−1/n, [11]. In eqs. (2.6) and (2.8) λ is an index related to the distribution
of soil pores (cm), and A, B and φ are dimensionless parameters.

Trends Comput. Appl. Math., 22, N. 2 (2021)
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2.2 Direct Problem Solution

In regard to solving flow problems in porous media, a fundamental characteristic sought is the
observance of mass conservation [5], an essential requirement for the solution to have physical
meaning. Then, since the conservation of the physical quantities at the discrete level is an intrinsic
feature of the Finite Volume Method (FVM), this method was implemented to solve the Richards
equation [18].

3 SENSITIVITY ANALYSIS

In a mathematical model, sensitivity analysis allows the observation of the effect that each pa-
rameter has on the output data. Thus, it can be verified if the mathematical model is sensitive to
any parameter, and which parameters are possibly correlated, implying a linear dependence [7].

The scaled sensitivity coefficients are given by

Xi = Pi ·
∂θ

∂Pi
i = 1,2, . . . ,N (3.1)

where N is the total of parameters to be determined.

Two distinct values of the same parameter are expected to return two distinct solutions to the di-
rect problem, thus showing the sensitivity of the model to the parameter. Otherwise, the sensitiv-
ity coefficient is of small magnitude or even null, the parameter will not be accurately determined
with the solution of the inverse problem.

The correlation between the parameters of the mathematical model can be analyzed by means of
the sensitivity coefficient ratio, given by

X̄i j =
Xi

X j
, i 6= j, i, j = 1,2, . . . ,N (3.2)

The sensitivity coefficient ratio between two parameters indicates whether they are linearly
dependent or independent. Two parameters being correlated implies that they cannot be
simultaneously obtained.

3.1 Sensitivity to the van Genuchten Parameters

This section presents the sensitivity analysis for the van Genuchten retention curve parameters.
The parameters analyzed are α , n, θr, θs and Ks.The case used to perform the sensitivity analysis
is presented in section 5.1. The sensitivity coefficient values for each parameter varies with the
soil type. Therefore, these results cannot be generalized, but serve as the basis of a preliminary
evaluation. The results are shown in Figure 1.

It is observed that all the sensitivity coefficients obtained are significant, that is, the mathematical
model is sensitive to all parameters. The parameters sensitivity coefficients ratios can be seen in
Figure 2.

Trends Comput. Appl. Math., 22, N. 2 (2021)
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Figure 1: Sensitivity coefficients Xi for the van Genuchten retention curve parameters.

Figure 2: Sensitivity coefficients ratios, X̄i j, for the van Genuchten retention curve parameters.

Trends Comput. Appl. Math., 22, N. 2 (2021)
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Although the correlation graph between n and θs be almost constant throughout the depth, there
is a slight variation between the depths from 0 cm to 10 cm. Thus, neither of both parameters will
be excluded from the search. For all other combinations, there are no linear correlations.

3.2 Sensitivity to the Haverkamp Parameters

This section presents the sensitivity analysis for the Haverkamp’s retention curve parameters.
The parameters analyzed are A, φ , B, λ , θr, θs and Ks. The case used to perform the sensitivity
analysis is presented in section 5.2. The results are shown in Figure 3.

Figure 3: Sensitivity coefficients Xi for the Haverkamp retention curve parameters.

It is observed that all parameters sensitivity coefficients are significant, concluding that the math-
ematical model is sensitive to each parameter. The next analysis is the sensitivity coefficients
ratios, shown in Figure 4.

It is observed in Figure 4 that the graphs are not constant, although some coefficients show this
behavior at certain depths. Some difficulty may be antecipated in the simulations estimations of
some parameters, such as B−λ , B−θr, B−Ks, λ −θr and θs−Ks.

4 INVERSE PROBLEM SOLUTION

Luus and Jaakola [12, 16] developed a simple optimization procedure to solve nonlinear pro-
gramming problems. The procedure applied to the solution of the inverse problem of the interest

Trends Comput. Appl. Math., 22, N. 2 (2021)
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Figure 4: Sensitivity coefficients rates, X̄i j, for the Haverkamp retention curve parameters.

in the present work is based on minimizing the functional given by eq. (2.3). For that purpose,
restrictions on the search domain for the parameters are defined as

MINP < P < MAXP (4.1)

where MINP and MAXP are respectively the vectors containing the lower and upper limits of the
search interval for the parameters of interest (vector P), and #(P) is the number of parameters to
be estimated.

This is a minimization problem with restrictions. The Luus-Jaakola’s method is described in the
algorithm below.

1. Read the vector with experimental data θθθ eee.

2. The restrictions are defined, i.e., the maximum value and the minimum value for P, see eq.
(4.1), according to the existing literature.

3. An initial random estimate (candidate solution) is generated, within the constraints de-
scribed in the previous step. Denote these initial values as P0, and the amplitude of the
search interval r0 = MAXP0 −MINP0 ;

Trends Comput. Appl. Math., 22, N. 2 (2021)



i
i

“A6-1434-8325” — 2021/5/11 — 17:54 — page 272 — #8 i
i

i
i

i
i

272 AN INVERSE PROBLEM APPROACH FOR THE ESTIMATION...

4. Solve Richard’s equation, i.e. eq. (2.4), and calculate the residue Q0 = Q(P0) according to
eq. (2.3);

5. Define the number of times that the amplitude of the search interval will be reduced.
Denote this amount by Nout .

6. Define a number of possible candidate solutions, Nint .

7. For i = 1 : Nout do:

(a) For j = 1 : Nint do:

i. Generate random numbers between−0.5 and +0.5 for each of the parameters
to be determined. Denote these by Y;

ii. Take random numbers from step (7ai) and attribute to the new candidate
solution P, Pnew, given by

Pi, j
k = Pi−1, j

k +Yk · ri−1
k , k = 1, . . . ,#(P)

iii. Test the restrictions imposed for each Pk, i = 1, . . . ,#(P). If Pk > MAXPk , then
do Pk = MAXPk . Se Pk < MINPk , then do Pk = MINPk ;

iv. Calculate the new value θθθ c, using eq. (2.4);

v. Calculate the new residue Qnew = Q(Pnew) according to eq. (2.3);

vi. If Qnew < Q0, then assume the new parameters obtained at random as the opti-
mal solution of the problem and make Q0 = Qnew. Otherwise, discard the new
values for P;

(b) If i did not reach Nout , reduce the amplitude of the search interval by a unit fee
pre-defined in the algorithm, called ε , ri = (1− ε)ri−1 with 0 < ε < 1;

8. At the end of the procedure P is the best candidate solution which minimizes the functional
Q(P).

In Figure 5 the flowchart of the Luus-Jaakola method is presented.

5 RESULTS AND DISCUSSION

The numerical results obtained are presented next. As described previously, the direct problem
was solved using the Finite Volume Method (FVM), and the Inverse Problem with the Luus-
Jaakola method. Both algorithms were implemented using SciLab [1], a free software developed
for scientific work research.

Trends Comput. Appl. Math., 22, N. 2 (2021)
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Figure 5: Flowchart of the Luus-Jaakola method.

5.1 Test case 01 - van Genuchten

In this case it is considered a depth, Lz = 60cm, time of 1200s, and conditions of the Dirichlet
type. The initial and boundary conditions are described below,

ψ(z,0) = −350.0 cm,0 < z < Lz
ψ(0, t) = −10.0 cm, t > 0
ψ(Lz, t) = −350.0 cm, t > 0

(5.1)

Consider the values of the parameters of the problem, Ks = 6.2611 · 10−3 cms−1, α = 2.80 ·
10−2 cm, n = 2.239, m = 0.5534, θr = 0.029 cm3cm−3 and θs = 0.366 cm3cm−3. The experi-
mental data are synthetic. They were obtained solving the direct problem with these parameters
to minimize Q(P).

The values of the parameters obtained with the iterative procedure for the solution of the inverse
problem are presented in Table 1. Statistical data that measures the accuracy and precision of the

Trends Comput. Appl. Math., 22, N. 2 (2021)
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model are r2 = 0.991 and d = 0.998, [21], very close to the ideal value 1, and the residue, eq.
2.2, was 1.95 ·10−3. In Figure 6a it is shown the calculated values for the soil moisture content
after the solution of the inverse problem, i.e., using the parameters obtained by the Luus-Jaakola
method for the van Genuchten retention curve.

(a) van Genuchten (b) Haverkamp

Figure 6: Solution for the soil moisture content considering van Genuchten’s retention curve (a)
with Nout = 150, Nint = 50 and ε = 0.2, and Haverkamp retention curve (b) with Nout = 200,
Nint = 25 and ε = 0.2, in the Luus-Jaakola method.

Table 1: Parameters of the van Genuchten’s and Haverkamp’s retention curve.

α (cm−1) n m θr (cm3cm−3) θs (cm3cm−3) Ks (cms−1)

VG 2.80 ·10−2 2.239 0.5534 0.029 0.366 6.2611 ·10−3

LJ 2.489 ·10−2 1.936 0.483 0.012 0.365 6.2611 ·10−3

HK B λ (cm) A φ θr (cm3cm−3) θs (cm3cm−3) Ks (cms−1)

2.907 ·106 4.12 3.85 ·106 3.46 0.049 0.391 5.8450 ·10−3

Legend: HK - Haverkamp; LJ - Luus-Jaakola; VG - van Genuchten

In the process of obtaining Haverkamp parameters for the same case, led to the fowlling statistical
data that measures the accuracy and precision of the model: r2 = 0.777 and d = 0.890, and the
residue was 6.05 ·10−2.

Figure 6b shows the obtained Haverkamp retention curve. The adjusted parameters do not rep-
resent the experimental data well. This may be linked to the results obtained from the sensitivity
coefficients obtained from the Haverkamp retention curve parameters presented in the section
3.2, where it reports the possible difficulty in estimating some parameters simultaneously.

Trends Comput. Appl. Math., 22, N. 2 (2021)
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5.2 Test case 02 - Haverkamp

In this case it is considered a depth, Lz = 100cm, time of 360s, and initial and boundary
conditions of the Dirichlet type. The conditions are described below.

ψ(z,0) = −61.50 cm,0 < z < Lz
ψ(0, t) = −20.73 cm, t > 0
ψ(Lz, t) = −61.50 cm, t > 0

(5.2)

Consider the values of the parameters of the problem, Ks = 9.44 ·10−3 (cms−1), A = 1.19 ·106,
φ = 4.74, B = 1.611 · 106, λ = 3.96 (cm), θr = 0.075 (cm3cm−3) and θs = 0.287 (cm3cm−3).
The experimental data are synthetic. They were obtained solving the direct problem with these
parameters to minimize Q(P).

The inverse problem was solved to obtain four parameters: A, B, λ and φ . Simulations were
performed with various values for Nout and Nint . The best configuration was for Nout = 200 and
Nint = 25. Figure 7 shows the soil moisture content based on the parameters obtained by the
Luus-Jaakola method, see Table 2, for Haverkamp’s retention curve. Good results were obtained,
whose statistical indices are r2 = 0.995 and d = 0.990, [21].

(a) Haverkamp (b) van Genuchten

Figure 7: Solution for the soil moisture content considering Haverkamp’s retention curve (a) with
Nout = 200, Nint = 25 and ε = 0.2, and van Genuchten’s retention curve (a) with Nout = 150,
Nint = 50 and ε = 0.2, in the Luus-Jaakola Method.

In the process of obtaining the van Genuchten parameters for the same case, which was obtained
using the Haverkamp retention curve in the literature, led to the following statistical data that
measures the accuracy and precision of the model: r2 = 0.960 and d = 0.980, and the residue
was 2.03 ·10−3.

Trends Comput. Appl. Math., 22, N. 2 (2021)
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Table 2: Parameters of the Haverkamp’s and van Genuchten’s retention curve.

B λ (cm) A φ θr (cm3cm−3) θs (cm3cm−3) Ks (cms−1)

HK 1.611 ·106 3.96 1.19 ·106 4.74 0.075 0.287 9.44 ·10−3

LJ 1.130 ·106 3.87 1.862 ·106 4.82 0.053 0.294 9.87 ·10−3

VG α (cm−1) n m θr (cm3cm−3) θs (cm3cm−3) Ks (cms−1)

2.24 ·10−2 3.00 0.6667 0.016 0.285 9.500 ·10−3

Legend: HK - Haverkamp; LJ - Luus-Jaakola; VG - van Genuchten

6 CONCLUSIONS

The Luus-Jaakola’s method yielded good results, as can be observed in the statistical data pre-
sented, as well as in the moisture content profiles for the estimation of the van Genuchten and
Haverkamp retention curve parameters. Being the Luus-Jaakola a probabilistic method, there is
always the possibility of not returning the expected values, as happened with test cases with small
values for Nout and Nint . As a future work it will be considered the implementation of a modified
Luus-Jaakola’s method, see ref. [10], in order to compare the accuracy of the method and reduce
the computational time.
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